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## In This Talk ...

- Deterministic code construction that recovers product codes, staircase codes, and block-wise braided codes as special cases
- Rigorous density evolution analysis possible over the binary erasure channel
- Application: Spatially-coupled product codes and symmetric generalized product codes
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- Deterministic codes with fixed and structured Tanner graph
- Our code construction recovers these (and other) codes as special cases
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$$
\begin{aligned}
\boldsymbol{x}^{(\ell)}= & \boldsymbol{\Psi}_{\geq t}\left(c \boldsymbol{B} \boldsymbol{x}^{(\ell-1)}\right) \\
& (\boldsymbol{B}=\gamma \boldsymbol{\eta})
\end{aligned}
$$

Ensemble-Based [Jian et al., 2012]


$$
\boldsymbol{x}^{(\ell)}=\boldsymbol{\Psi}_{\geq t}\left(c \tilde{\boldsymbol{B}} \boldsymbol{x}^{(\ell-1)}\right)
$$

$$
\left(\tilde{B}=A^{\top} \boldsymbol{A}\right)
$$

$$
\boldsymbol{A}=\frac{1}{w}\left(\begin{array}{ccccccc}
1 & 1 & \cdots & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & \cdots & 1 & 0 & 0 \\
0 & 0 & \ddots & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 1 & 1 & \cdots & 1
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- Equations have the same form, but different averaging matrices $B$ and $\tilde{B}$
- One can show that ensemble performance can be "emulated"
- $\Longrightarrow$ ensemble threshold bounds in [Jian et al., 2012] apply to deterministic codes!
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- A half-product code has the same threshold as a product code, but less than half the block length
- Half-braided codes can outperform staircase and braided codes in the waterfall region, at a lower error floor and decoding delay [Häger et al., 2016]
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## Thank you!
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